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VIRUS EXPANSION RATHER THAN
MANAGEMENT

By treating the cluster as a dynamically changing
population distributed across its disjoint units, and

as , KERNELS no longer needs central
management. This applied
developed by us, supporting the local decisions of the
members of this collective, guarantees the effective and
rapid epidemic expansion (computation).
A derivative of the approach is the natural decentralized
operation of any parallel algorithm. It carries out

across the cluster
instead the developer. KERNELS also provides
by automatically detecting faulty instances
and transferring work to other running ones.
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|. Introduction

THE USE OF EPIDEMIC THEORY

EPIDEMIC PROCESS IN TERMS OF DISTRIBUTED COMPUTING

O

.150.|

.133. o

© Copyright 2023, Kernels-Analysis

(nucleic acid) - an organic chemical compound, a biopolymer
composed of nucleotides. Two basic types of natural nucleic acids are known:
deoxyribonucleic acids (DNA) and ribonucleic acid (RNA). It stores a set of instructions
for cells called genetic information.

- Information contained in the DNA sequence or, in the case
of some viruses RNA, which is passed on to descendant organisms. It can be thought of
as a set of coded instructions specifying what the cells of an organism are to do.

- One of the most primordial evolutionary structures. It consists of a coat of
protein capsid inside of which is contained nucleic acid (instructions for the cell).

- The capsid proteins serve as an intermediary to attach to the
appropriate receptor on the surface of their host cell (the virus host), allowing them to
get inside the cell. Then, with the use of the cell's machinery, they force the cell to
make their copies according to the instructions contained in the nucleic acid (the
command to build a copy of the virus).

- The process of spreading the virus among its potential carriers. Once
the virus enters another host, it forces its healthy cells to reproduce copies of itself,
which are passed on, to the next members of the population, during their
interactions.

, i1s distributed by infecting a member of the modeled
population. Instead of building a copy of itself, it requests, performing the user's
calculation. The parallel code execution command available to the programmer means
the possibility of task infections from the KERNELS instance performing this
instruction. This is done during machine learning assisted contacts of potential
carriers. (For details, see section How KERNELS works?)

/

0J +00 1515151515



KERNELS
The machine learning system | | Why KE RN E LS?

BENEFITS FOR YOUR TEAM

ECONOMY OF TIME AND RESOURCES WHAT WILL KERNELS BRING TO YOUR BUSINESS?

We provide the product that effectively o .
of implementing complex parallel Additional and time-consuming coding of communication within the cluster or control

computations, whose scale requires the use of a cluster of resources under computation, is not longer needed. The administrative work will

environment. be done by KERNELS. This significantly shortens the solution startup time and allows

It allows the programmer to focus on the most important to achieve the desired effect involving a smaller team than before.

thing, which is designing the logic of algorithm

operations themselves. All the work related to 5 . Procedures for code parallelization, data

sharing, as well as child return reaction are designed to be as intuitive as possible.

between them during the computation for This allows solutions to be implemented not only by senior development staff.
the developer by
20.232.143.173 5 . Complex
oz02052209% data analysis requires powerful computing resources, forcing the use of distributed

hardware infrastructure. The vast majority of solutions available on the market are
limited to specific classes of problems only. In the case of KERNELS, it's different. Our
system supports virtually any calculation that uses task parallelization.

o . Currently, it is expensive to
lease or maintain them. Therefore, it's so important that the server is used as much
as possible during computations. Idle infrastructure generates unnecessary costs. We
have equipped KERNELS with designed by us, machine learning-based software. It
optimizes administrative procedures and makes the user's algorithms use the power of
the cluster to the maximum extent. (For details, see section How KERNELS works?,
LOCAL DECISIONS SUPPORT)
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o . Usually the final recipient and verifier of work progress, is a human
being. In order to make rational decisions, he needs graphic interpretations more than
raw data. KERNELS has a huge number of graphs allowing to present in the interface
both final and current data from the work of algorithms.
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MORE, FASTER AND STABLE

Using epidemics concept allows for

not only cluster management, but
also the user's algorithm. This solves key problems of
distributed programming, such as queuing. It also

enables of hardware resources

our

to the already executing code. First of all, it guarantees
of your work.
Most importantly, the use of KERNELS
possible calculations to include those that
were previously unrealistic due to the implementation
time.
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Il. Why KERNELS?
EPIDEMIC THEORY, AND YOUR CALCULATIONS

-

ADVANTAGES OF USING MACHINE LEARNING-ASSISTED EPIDEMICS
IN DISTRIBUTED PROGRAMMING

O
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both managing the computing itself and the entire
server infra-structure that implements it. This significantly reduces the risk of
queuing, which is a typical problem in the client-server model. It also allows the
processing of much larger and more efficient algorithms than was possible in the
aforementioned classical model.

, despite the absence of a central
management unit. This effect is achieved by replacing client-server management with
statistical machine learning methods supporting the expansion of the program code
on cluster machines based on the epidemic theory

. The failure of a single
component of the machine only causes the failure of the operations that are processed
on it, not the stoppage of the entire system running the computation. What's more,
KERNELS is able to locally detect an interruption and reassign the work in progress
to properly functioning cluster resources. Such a problem will not stop your
algorithm from executing.

KERNELS
allows dynamic allocation of additional computing power to ongoing tasks without
interrupting their processing. The process of adding new resources itself is quick and
easy. Just like a supercomputer, but without the steep learning curve of using it.

. From an implementation
point of view, simultaneously executing instances of code can invoke further
parallelization, which allows the construction of algorithms that have a tree structure
(For details, see section Universal Model).
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SECURITY OF THE SOLUTION

PROTECTION OF EVERY ACTIVITY IN KERNELS KERNELS ICT SECURITY MECHANISMS

The technology development makes life easier and opens o The exchange of information between the

previously unavailable opportunities. However, along system's components uses state-of-the-art cryptography that has been validated by the

with it comes great risks. One of them is gaining global expert community. Authentication of system components is based on elliptic

unauthorized access to the tools, resources and results | curves, e.g. Curve25519. Confidentiality of transmitted data is ensured by encrypting

.\z of your work. T it with a recognized and proven standard, algorithm AES 256.

Thanks to , ;'15'2

as well as durn?g o The correctness of the security of the calculation execution
5110 between components, KERNELS will e process is ensured through the use of SELinux policies. In practice, this means that [1¢*

aIIovy you to process even highly sensitive and every KERNELS-initiated process has strict access privileges from the outset, which
\.137_‘ confidential data. means that even if unauthorized access is gained, the possibility of system damage or

T pesuitEtaye. 220 penetration is infinitesimal.

B 179 Information in the system is stored on hard drives
encrypted using a secure algorithm AES 256.

for confirming user
identity. Customer access to the system uses cryptographic certificates X.509
authenticated with digital signatures based on elliptic curve P-384 and hash functions
SHA-384. Unlike user-entered passwords, they cannot be easily intercepted and used.

For customers requiring even higher
security, it is possible to store certificates to the system on external dongles. It is
virtually impossible for an attacker to extract certificates from them. Logging in to
KERNELS then requires physical possession of a dongle and entering an additional
password. The security of such keys is confirmed at EAL-6 Common Criteria level..

- /
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CHOOSE THE BEST SOLUTION FOR YOU

The unique structure of the dynamic system components
and the relationships between them makes KERNELS
able to work on a wide range of configurations.
Installation as well as the addition of further machines is
quick and very easy.

No own servers are needed. Launching is done within the
popular However, deployment and
subsequent expansion can also be done on a minimum-
compliant private virtualization infrastructure
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INFRASTRUCTURE THAT ALLOWS KERNELS TO OPERATE

on which KERNELS is built:

(virtual or physical). - A single stand-alone computing unit responsible for
conducting operations, as well as communicating with its counterparts. It has its own
operating system and access to allocated resources.

- Layer of abstraction between the hardware platform and the
operating system. It is used for optimization, allowing sharing of ONE hardware
resource by multiple machines (then called VIRTUAL).

(computational) - a group of interconnected computer units that work
together to provide an integrated working environment.

- A collection of virtual machines running on the provider's
hardware infrastructure. The customer can access it through dedicated interfaces. As
part of its resources, it is possible to launch a CLUSTER.

- Information exchange layer within a dynamic
computing cluster. It takes the form of a dedicated subnetwork between system
components.

It is suggested to pay attention to two factors:

- Cloud Advantage - Freedom to modify resources, payment only for
actual usage, data security based on the highest industry standards with contractual
guarantees.

- Power of On-premise solution (Installation and operation on private
servers) - Ownership, but also the need to maintain the entire technology stack.

- KERNELS requires only simple conditions:

- Availability of a standardized environment for
running virtual machines (On-premise or Cloud).

- Standard x86_64 compatible hardware platform.

/
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UNIVERSAL CALCULATION MODEL

A MODEL THAT CAN DO ALMOST ANYTHING DYNAMIC COMPUTATION TREE AND ITS ADVANTAGES

Cluster computing does not end with dividing an issue
into subproblems and merging the result. Often there is
a requirement that each of the simultaneously executing
code instances should also be able to parallelize its
work. Such algorithms have the structure of a
dynamically changing tree. KERNELS will allow you to
easily realize of this kind.

The basic element is a node, that is an instance of code that can invoke further nodes and
react to the return of their results. The node during its code execution may

o Request execution of any number of child nodes,

o Share any data with all its children.
The parent, that is the node that invoked the children. At the moments of any child result
return it can:

o Stop waiting for the other child result returns and move on,

| o Request execution of new children and go into wait-for-return mode, \
.1401226.144 - o Go into waiting mode for the return of more children, \'é
o

If it was the last child result return, and there was no decision on what to do next, the
system recognizes that the parent has completed the work and moves on.

—

/w7 End of the entire calculation is equivalent to completion of the code of the first parent.

WOoU. L 79.£97.10F / 1'

o It is a response to current issues related to the technology development trends.
The huge size of the data from which conclusions must be drawn makes it impossible to
analyze all the knowledge at hand. Therefore, solutions are moving toward intelligent
sampling. The dynamic computation tree is based on recursive calling of successive
nodes. This enables more efficient data mining, by making the number of
simultaneous executing tasks (e.g., mentioned sampling) dependent on the effects that

are obtained in a given area of the researched resources.

In other models, such as neural networks, only the end result of the learning can be
seen. In the KERNELS, the very structure of its running algorithm shows how it arrived
at the final conclusions one by one.

It is complete. This means that it implements any model of computation that uses
parallelization, and thus can implement virtually anything.

o /
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[11. What makes us different?

KERNELS IN THE MARKET FOR AVAILABLE SOLUTIONS

CLUSTER COMPUTING CAN BE SIMPLE AND
EFFICIENT

Distributed programming doesn't have to be different
from standard algorithm coding on a single machine.
Knowledge of how to operate a cluster and writing a
communication layer for each new algorithm, are no
longer an obstacle.

. All you have to do, is without
touching the server part, invoke nodes and determine
the child result return reactions.

\63.14.116.249

KERNELS Alternative solutions
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+ Blue - what the software requires when implementing a new
solution in a particular model

+ Navy blue - default software available on the model

« VCF - KERNELS component that executes user code

« () - Virtual machine
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Alternative solutions

A collection of decentralized processes traveling
around machines, instead of management. Their
movement and properties unload queues typical in
distributed computing, eliminate the the necessity
of maintaining a computation tree, distribute user
code across the cluster like a virus, and provide
protection against its failure.

After configuration, you get machines (Nodes) and a
Scheduler that can initiate a predetermined number
of parallel instances on each machine. The
implementation of communication between them,
and the response to it, is the right computation.
However, protection and optimizations are about
maintaining the cluster structure, NOT user code.

The implementation of the computing program
comes down to nodes programming. KERNELS
supports a request execution of any number of
children, passing the result to the parent, receiving
the return of the child, followed by the option to
terminate the entire node including sub-branches.

It is required to code a low-level software, capable
of executing simultaneously, static number of
instances. There is NO support for nodes, that is,
the entire abstract structure of maintaining a
dynamic computation tree, request execution of
child, response to child return and the node end.

The number of jobs executed in parallel s
dynamically adjusted according to the free
computing resources on a given machine, rather
than predetermined. As a result, KERNELS is able to
use the potential of the cluster more efficiently,
thereby reducing the cost of running work on it.

There is an assumption that one nodes core can
execute one Scheduler-ordered instance. It doesn't
matter that at any given time of user program
execution, there are free resources for parallel
processing of more subtasks Part of the cluster's
power remains potentially idle.

Thanks to decentralization, no new setup is needed
under the new computation. Whether KERNELS
does nothing or executes user programs, running
another comes down to entering its code through
the interface.

Before running the computation code, you need to
specify a lot of configuration parameters for the
operating environment. When changing cluster
work, or adding a new task, it is usually necessary to
stop everything and to re-configure.

Unique support for job parallelization allows you to
dynamically increase the computing power of ANY
program already in progress.. When the new
machines are attached, they will simply start
performing the sub-tasks requested by the
programs already running.

© Copyright 2023, Kernels-Analysis

Dynamically increasing the computing power of a
SPECIFIC program requires planning  and
implementing procedures to determine how new
machines are to join in its execution during writing
the program code, which often proves to be a non-
trivial issue.

/
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V. How KERNELS works?

A MULTI-AGENT SYSTEM, SUPPORTED BY MACHINE LEARNING

This is our AUTHORIAL SOFTWARE (MACHINE LEARNING). It allows

instant distribution of program code within the cluster. Spread across all

disconnected machines the LDSs represent a kind of decentralized

statistical knowledge of the cluster. Each LDS:

o Learns machine's current operations and recognizes anomalies that
occur in its working.

o Based on information provided by VSFs moving throughout the cluster,
analyzes the status of external machines.

KERNELS IS A MULTI-AGENT CLUSTER SOFTWARE. The role of agents is
played by VSF subprograms. Their population spreads the user program (it
mean coding of nodes), like a virus. During the VSF life cycle:

o Travels around it initial (INNER) and other (OUTER) machines. Then by
communicating with other VSFs, tries to infect itself with a computational
task from them.

o Once infected by the task, the VSF makes a request to the LDS to build a
computation node and execute user program code by the VCF.

o When a node code implementation contains a child creation command,
VSF displays tasks that can infect other VSFs as they interacting with
each other.

o Acts as arelay between the User Interface and KERNELS.

The purpose of the above activities is:
o Estimating where VSFs can get computational tasks from.
o Dynamic regulation of the VSFs population (code carriers) size and the
number of concurrently executed VCFs (computation nodes),
o React to the possible occurrence of machine overload, thanks to RAM
and CPU offload procedures designed for this purpose.
o Detect failure of external machines and exclude them from work. 180.-

AR WA £ The program that ultimately executes the node code (written by user). The

- number of simultaneously executed VCFs changes dynamically based on
Colnecliois el lalior s Sl ol Bl machine learning and LDS statistical methods. This methodology makes
full use of the computational resources of a single machine.

Outer VSF \
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The program responsible for the transfer of incoming from other machines
Inner VSF VSF and handling those that return. In addition, while conducting this work,
N it collects information about other cluster machines for the LDS.

N / N

» s
‘Outer Machine : . : :
Another computing unit that is a copy of the structure shown in the

machine diagram: LDS, VSF, VCF, and Gate.
\ 4
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OPTIMIZATION OF CLUSTER OPERATIONS

FROM THEORY TO PRACTICE EFFICIENT Al - HANDLING NON-DETERMINISTIC CODE

The example illustrates in charts the advantages of

supporting cluster work with ‘ML : The code invokes 5 nodes. Each of them creates randomly between
The demonstration is done on simple code, generating 20 and 30 more. The end nodes occupy RAM in one of the sizes 50MB, 120MB, 140MB,
large fluctuations of RAM consumption. Moreover, it 460MB and keep the memory busy for a random duration of 30 to 60 seconds with
explains why this seemingly trivial algorithm, without the probabilities of 0.3, 0.3, 0.3, 0.1, respectively. To put it at risk of overloading, the cluster
use of KERNELS, can become a real challenge for the consists of a single machine with 3 GB of RAM, of which 1.5 GB is occupied by the operating
programmer. system.

of non-deterministic algorithms occurring in the example:

o Anomalies that could overload the cluster (sudden drastic RAM increases).
—— — o For most of the program's runtime, the simultaneous execution of tasks requested at a
A — VCFs given time (Free Tasks) exceeds the presumed hardware capabilities.

..... Search VSFs o With that type of code, inefficient management of cluster operation will force computing

power overestimation, increasing financial costs unnecessarily.

KRNELS' ML-based decentralized work procedures overcome this handicaps. All thanks to a
unique process of adapting the service to the profile of the current work.

MACHINE LEARNING (FIG. 1)

/I._]
1

Number of objects

| adjusts the number of simultaneously processed nodes and

oo bR MR S LU B U LI the speed of code distribution according to currently free resources.

o Free Tasks - Tasks currently displayed by nodes, awaiting to infect first VSF.

o VCFs - The number of computition work executing in parallel at this point. The ML bases
the changes on anomaly-detecting statistical analysis of resource consumption.

o Search VSFs - The number of agents searching for Free Tasks. Due to ML The VSF

population adapts to the capabilities of the current parallel nodes execution.

Time (second)

RAM & CPU CONSUMPTION (FIG. 2)

, despite random memory allocation and outlier
occurrences (RAM jumps of 460MB), are held at a safe level.
o RAM (Random-Access Memory) - Operating memory. Exceeding it may cause a task
R n processing failure.
MOV N e ] o CPU (Central Processing Unit) - Computing processor. In the example, it has 5 cores.
- - Overloaded it will slow down or practically stop executing commands.
The values of the variables are given after their standardization to the interval [0, 1].

Consumption

Time (second) \
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